Accurate 3D Reconstruction using a Turntable-based and Telecentric Vision

Assoc. Prof. José-Joel Gonzalez-Barbosa, José-Guadalupe Rico-Espino (Development Engineer), Assoc. Prof. Roberto-Augusto Gómez-Loenzo, Assoc. Prof. Hugo Jiménez-Hernández, Miguel Razo (Senior lecturer) & Assoc. Prof. Ricardo Gonzalez-Barbosa

To cite this article: Assoc. Prof. José-Joel Gonzalez-Barbosa, José-Guadalupe Rico-Espino (Development Engineer), Assoc. Prof. Roberto-Augusto Gómez-Loenzo, Assoc. Prof. Hugo Jiménez-Hernández, Miguel Razo (Senior lecturer) & Assoc. Prof. Ricardo Gonzalez-Barbosa (2015) Accurate 3D Reconstruction using a Turntable-based and Telecentric Vision, Automatika, 56:4, 508-521, DOI: 10.1080/00051144.2015.11828664

To link to this article: https://doi.org/10.1080/00051144.2015.11828664

© 2015 Taylor and Francis Group, LLC

Published online: 18 Jan 2017.
Accurate 3D Reconstruction using a Turntable-based and Telecentric Vision

DOI 10.7305/automatika.2016.01.1033
UDK 621.375.826:004.514.66

This paper presents a camera+telecentric lens that is able to obtain 3D information. We designed and implemented a method which can register and integrate 3D information captured from different viewpoints to build a complete 3D object model. First, a geometric model of a camera+telecentric lens is established. Then a calibration process using a planar checkerboard is developed and implemented. The object is placed on a rotation stage in front of a stationary camera. Normally the rotation axis is considered to be aligned with camera frame. In the description presented in this paper, the rotation matrix and translation vector of the rotation axis are calibrated. At the same time, a three-dimensional reconstruction system based on contour extraction of objects with dimensions less than 50 mm in diameter is developed. Finally, an analysis of the uncertainty model parameters and performance reconstruction of 3D objects are discussed.
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1 INTRODUCTION

Three-dimensional reconstruction of small objects has become important [1–3]. Many interesting studies are related to small sized objects such as jewelry, coins, and miniature objects, which in most cases have been studied just to allow their virtual presentation. Recently, there is also an increasing number of applications related to material analysis and non-destructive analysis [1,4].

The work presented in this paper is classified as an optical method, which relies on a digital camera and a telecentric lens to acquire images to be used in the three-dimensional reconstruction of objects. The optical system formed by a camera and a perspective lens is common, so this model and its calibration have been extensively studied. When the imaging conditions are limited to a few focal lengths from the object of interest the central perspective model introduces significant geometric and radiometric distortions [5,6]. Since the system with camera and telecentric lens is a less-studied research topic, a calibration model that allows three-dimensional reconstruction of pieces with less than 50 mm of diameter must be developed and implemented. In machine vision systems, telecentric lenses allow reducing some of the most common factors of image acquisition: the magnification changes, due to the position of the optical system and the object, image distortion, and perspective effects. Although high quality telecentric lenses normally show very low distortion degree, in the range of 0.1%, which seems to be very small, it would actually result into measurement errors approaching the size of one pixel of a camera [7]. This must not happen in precise measurement. In fact, errors such as radial distortion is inevitably in telecentric lenses system.

In previous work [8] a 3D reconstruction system is pre-
presented. The model used, is comprised by a telecentric lens and a rotation stage. Measurement validation is carried out using a digital caliper, an instrument that is not a conventional pattern calibration. The validation shown is for bidimensional vision systems, even though the instrument developed is a three-dimensional reconstruction systems, and the camera model and calibration does not consider radial distortion. Opto Engineering lenses exhibit a less than 0.1% radial distortion. Another important parameter to be minimized in this lens is trapezoidal distortion, however it is very difficult to calibrate by software [7]. An important assumption in that work, is that the rotation axis and camera frame are aligned; this is a strong assumption, because in order to match both frames, it is necessary to know physically the camera frame. In this work, we evaluate the 2D and 3D measurements using a plug gage. The plug gages are typically used as calibration patterns. For the 2D measurement, we take a set of points in an image. Then calculate the 2D position of each point in the world, taking into account lens radial distortion and camera’s calibration parameters. Accuracy is obtained by measuring the discrepancy between the 2D points (obtained from the image projected to the world using the camera model) and the real 2D points that correspond to the plug gage measurement. The 3D measurement uses more than two images to reconstruct the complete object and the measurement is made to consider that the plug gage are cylinders. In addition, this work calibrates the rotational axis respect to the camera because mechanically is very difficult to make coincide the camera frame with respect to reference axis rotation.

The proposed solution for the 3D model reconstruction problem is illustrated in Figure 1. It consists in placing the object on the rotation stage, then multiple images are taken from different viewpoints while the stage rotates at known angles. The rotational axis of the rotational stage are not aligned to camera frame, the rotation matrix and translation vector of the rotation axis are calibrated using several images of a checkerboard pattern acquired at known angles, at the same time, the intrinsic parameters are calculated. For each viewpoint, the contour object is extracted from the image and the contour dimensions are computed using the vision system calibration parameters. Using the rotation stage angle and the rotation axis, a complete 3D object shape is then obtained.

2 METHODOLOGY
2.1 Overview

Three-dimensional reconstruction can be applied in several fields such as: manufacturing processes [9], metrology [10], robotics [11], biology [12], medicine [2, 13], topography [14], computer-aided design [15], archaeological [4], simulation [16] and scientific visualization [17] as examples. There are many techniques that have been successfully applied for the 3D reconstruction of small objects, such as laser scanners [3], X-ray Tomography [18], microscopy [1], which involves the use of expensive, but not very versatile equipment. Traditionally, coordinate measurement machines (CMMs) have been used for surface profile analysis [19]. This method is still extensively used in industries, although there are limitations such as low speed, high cost and disadvantages for applications that require fast measurements in soft materials.

The use of digital images represents a valid alternative, because a picture contains all the information needed to recover the object shape. Optical methods, such as interferometry [20], stereo vision [21–23], structured light projection [24, 25] and shape from focus/defocus [26–28] techniques, have long received extensive attention for reconstruction of 3D objects. Unlike CMM, measurement systems developed from optical principles are non-contact in nature, and consequently mechanical wear and surface deformation problems do not appear.

Two of the main features of these optical methods are high resolution and large measurement range. Measurement of millions of points can be accomplished within a few seconds. In [23], the authors describe a novel volumetric method for small objects. The authors use a binocular machine vision system composed of a camera+telecentric
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Fig. 2. The equipment hardware setup.

lens and an algorithm for calibration and 3D reconstruction, in which the calibration algorithm calculates the parameters incrementally. First the parameters for the camera model are computed, then using these values, distortion parameters are calculated, and finally, all the parameter values are refined by an iterative optimization algorithm. The 3D reconstruction is achieved by triangulation between shapes detected on two images by correspondence. In [29], the authors proposed a calibration method for the telecentric imaging system. They improved a two-step approach to accomplish the calibration, which consists of a telecentric lens camera model followed by a nonlinear refinement that considers the radial distortion. In [22] a shape representation for objects, which is based on 3D contour fragments and builds a 3D Contour Cloud, is described. The approach for the automatic reconstruction of such 3D Contour Clouds from calibrated stereo image sequences includes a novel idea that consists of a robust motion analysis. The stereo reconstruction is based on shape correspondences, in which the search space is limited to a subset of contours by only taking into account those contour fragments that lie in regions restricted by the epipolar lines. In [30], a combination of surface fitting and registration based on a squared distance minimization algorithm is discussed and applied to a constrained reverse engineering of CAD models.

2.2 Vision system model

The image sequence and the corresponding texture information are obtained by a vision system. It includes a digital camera with a telecentric lens, a motorized rotation stage, an illumination system, and a PC (Figure 2). The digital camera is a Marlin F-145 C model, the lens is a TC series bi-telecentric lenses of Opto Engineering [7], the motorized stage is a Thorlabs Z700 series, and the illumination is a Dolan-Jenner back lights model M1000.

In order to perform measurements, a mathematical relationship between the three-dimensional point \( Q \) and the image coordinates \( q \) must be established. To accomplish this, a precise model for the camera+telecentric lens system is developed. A calibration process is subsequently performed to obtain the parameters of the optical system model.

The orthographic geometry, as illustrated in Figure 3, is the projection of a three-dimensional entity on a plane image by a set of parallel rays orthogonal to this plane. In Figure 3, we have that \( x = X \), and \( y = Y \), where \( (X, Y) \) and \( (x, y) \) denote the coordinates of the object and image respectively. The orthographic projection \( q = [x, y]^{\top} \) of a point \( Q = [X, Y, Z]^{\top} \) defined in world frame can be modeled by Equation 1.

\[
q = KEQ
\]

Equation 1 does not take into account the lens distortion. Such distortions may be caused by the telecentric lens. The radial distortion is modeled in [31] as:

\[
K = \begin{bmatrix} \alpha & \gamma & 0 & 0 \\ 0 & \beta & 0 & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad E = \begin{bmatrix} R & \vec{T} \\ 0 & 1 \end{bmatrix}
\]

The elements of \( K \) include \( \alpha \) and \( \beta \), which represent the scale factors along the \( x \)-and-\( y \)-axes in the image, and \( \gamma \) that is the skew coefficient defining the angle between the \( x \) and \( y \) axes. The matrix \( E \) represents the rigid transformation that transforms the world frame system to the image frame, composite of a rotation \( R \in \mathbb{R}^{3 \times 3} \) and a translation \( \vec{T} \in \mathbb{R}^{3 \times 1} \).

2.2.1 Radial distortion

Equation 1 does not take into account the lens distortion. Such distortions may be caused by the telecentric lens. The radial distortion is modeled in [31] as:
The last equations can be written as:

\[ \mathbf{r}^2 = (x - y_0)^2 + (y - y_0)^2 \]
\[ x^2 - x_0 = (x - x_0) \left( 1 + 1_1 r^2 + 1_2 r^4 + \ldots \right) \]
\[ x^2 - y_0 = (y - y_0) \left( 1 + 1_1 r^2 + 1_2 r^4 + \ldots \right) \]  

where \( l_1 \) and \( l_2 \) represents the radial distortion, the co-ordinates \( (x', y') \) are those of the distorted image, \( (x, y) \) those of the corrected image and \( (x_0, y_0) \) the image center (Figure 3).

### 2.2.2 Rotation axis

The rotational reconstruction model used in data acquisition is shown in Figure 4. The rotation axis is described by the unit vector \( \mathbf{N} = [N_1, N_2, N_3]^T \) and the translation vector \( \mathbf{s} = [s_1, s_2]^T \) in the camera frame. The image used for object contour dimension is obtained by rotating the object at an angle \( \theta \) with respect to the rotation axis. Let \( Q_i = [X_i, Y_i, Z_i]^T \) be the \( i \) points before rotation, respectively; and \( q_i = [x_i, y_i]^T \) denotes the corresponding image points. Let \( \mathbf{N} \) be a unit vector along the selected rotation axis and \( \theta \) be the specified rotation angle around this axis. As shown in [32], the rotation matrix can be written as:

\[
\mathbf{M}_R(\theta) = \left( 1 - \cos(\theta) \right) \begin{bmatrix} N_1^2 & N_1 N_2 & N_1 N_3 \\ N_1 N_2 & N_2^2 & N_2 N_3 \\ N_1 N_3 & N_2 N_3 & N_3^2 \end{bmatrix} + \ldots \\
\sin(\theta) \begin{bmatrix} 0 & -N_3 & N_2 \\ N_3 & 0 & -N_1 \\ -N_2 & N_1 & 0 \end{bmatrix} + I\cos(\theta) \]  

The rotation matrix for any rotation axis with a translation vector \( \mathbf{s} \) is expressed as:

\[
\mathbf{R}(\theta) = \mathbf{S}^{-1} \begin{bmatrix} \mathbf{M}_R(\theta) & 0 \\ 0 & 1 \end{bmatrix} \mathbf{S} \]  

where

\[
\mathbf{S} = \begin{bmatrix} 1 & 0 & 0 & s_1 \\ 0 & 1 & 0 & s_2 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix} 
\]

If the rotational axis \( \mathbf{N} \) corresponds to the \( w_x \) of the pattern calibration frame, we can compare \( \mathbf{E} \) of Equation 1 with \( \mathbf{R}(\theta) \) in Equation 5 (\( \mathbf{E} = \mathbf{R}(\theta) \)).

However, in Equation 5, if \( \mathbf{N} \) does not correspond to the calibration pattern frame, a rotational matrix and translation vector between rotational axis and pattern frame must be considered (Figure 4), then

\[
\mathbf{E} = \begin{bmatrix} \mathbf{R}_{W \leftarrow N} & \mathbf{t}_{W \leftarrow N} \\ 0 & 1 \end{bmatrix} \mathbf{R}(\theta) = \mathbf{E}_{W \leftarrow N} \mathbf{R}(\theta) \]  

Equation 1 defines a relationship between image points \( q \) and world points \( Q \); if the rotation axis and camera frame are not aligned, this equation can be defined as:

\[
q = \mathbf{KE}_{W \leftarrow N} \mathbf{R}(\theta)Q \]  

### 2.3 Vision system calibration

This section describes a general method to estimate the parameters for the model described in previous section. The model used for estimating the intrinsic and extrinsic parameters separately is presented in [33]. This model uses a multiple images of a standard planar checkerboard pattern. Equation 1 can be written as:

\[
q = \begin{bmatrix} \alpha & \gamma & 0 & 0 \\ 0 & \beta & 0 & 0 \\ 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} r_{11} & r_{12} & r_{13} & t_1 \\ r_{21} & r_{22} & r_{23} & t_2 \\ r_{31} & r_{32} & r_{33} & t_3 \end{bmatrix} \begin{bmatrix} X \\ Y \\ Z \end{bmatrix} \]

The multiplication is carried out, and it is assumed that the calibration pattern is a plane located at \( Z = 0 \), we have:

\[
q = \begin{bmatrix} (\alpha r_{11} + \gamma r_{21})X + (\alpha r_{12} + \gamma r_{22})Y + (\alpha t_1 + \gamma t_2) \\ \beta r_{21}X + \beta r_{22}Y + \beta t_3 \\ (\alpha t_1 + \gamma t_2) \end{bmatrix} \]

The last equations can be written as:
\[
q = \mathbf{K}_c \mathbf{E}_c \mathbf{Q}_c
\]

where \( \mathbf{R}_c \in \mathbb{R}^{3\times 2} \) is the truncated rotation matrix and \( \mathbf{T}_c \in \mathbb{R}^{2\times 1} \) is the truncated translation vector.

The estimation of the intrinsic parameters is obtained from the definition of the homography \( \mathbf{H} \in \mathbb{R}^{3\times 3} \) that relates features of a calibration pattern (e.g., coordinates in the corner of a checkerboard type pattern) with the image, as described in [34].

Substituting Equation 11 in Equation 10 and solving for \( \mathbf{H} \), we obtain:

\[
q = \mathbf{H} \mathbf{Q}_c
\]

\[
\mathbf{H} = \mathbf{K}_c \mathbf{E}_c
\]

Expanding Equations 13 and 15 results in:

\[
\begin{align*}
\mathbf{D} \mathbf{D}^T & = \begin{bmatrix} d_{11} & d_{12} \\ d_{21} & d_{22} \end{bmatrix} \begin{bmatrix} d_{11} & d_{21} \\ d_{12} & d_{22} \end{bmatrix} = \begin{bmatrix} d_{11}^2 & d_{11} d_{21} & d_{12} d_{21} \\ d_{11} d_{21} & d_{21}^2 & d_{12} d_{22} \\ d_{11} d_{22} & d_{12} d_{21} & d_{22}^2 \end{bmatrix} \\
\det \left( \mathbf{D} \mathbf{D}^T \right) & = d_{11}^2 d_{22}^2 - d_{11} d_{21} d_{22} d_{21} = 0
\end{align*}
\]

Equation 15 can be defined as follows:

\[
\det \left( \mathbf{R}_c^T \mathbf{R}_c - \mathbf{I}_2 \right) = 0
\]

Expanding Equations 13 and 15 results in:

\[
\begin{align*}
k_1 - k_2 (h_{21}^2 + h_{22}^2) - k_3 (h_{31}^2 + h_{32}^2) + \ldots + 2k_4 (h_{11} h_{21} + h_{12} h_{22}) &= - (h_{12} h_{21} - h_{11} h_{22})^2
\end{align*}
\]

Table 1. Features of the calibration pattern, PT036-056 [7].

<table>
<thead>
<tr>
<th>Features</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dimensions, width x height</td>
<td>66 mm x 52 mm</td>
</tr>
<tr>
<td>Thickness</td>
<td>3 mm</td>
</tr>
<tr>
<td>Active area, width x height</td>
<td>51 mm x 64 mm</td>
</tr>
<tr>
<td>Cadres, width and spacing</td>
<td>1.35 mm</td>
</tr>
<tr>
<td>Dimensional accuracy</td>
<td>1.9 ( \mu )m</td>
</tr>
</tbody>
</table>

There will be a homography for each image of the checkerboard pattern, which is defined by:

\[
\mathbf{H} = \begin{bmatrix} h_{11} & h_{12} & h_{13} \\ h_{21} & h_{22} & h_{23} \\ h_{31} & h_{32} & h_{33} \end{bmatrix}
\]

where \( h_{31} = 0, h_{32} = 0 \) and \( h_{33} = 1 \). Therefore, if images are taken by the same camera with fixed internal parameters, correspondences between four images are sufficient to recover \( k_1, k_2, k_3 \) and \( k_4 \), and obtain the intrinsic parameters: \( \alpha, \beta \) and \( \gamma \).

Finally, the extrinsic parameters \( \mathbf{T}_c \) and \( \mathbf{R}_c \) can be found from Equation 12, as described in the next section.

We consider the use of one planar object for calibration. The set of parameters found will project the observed points from 3D world coordinates and the coordinates of the corresponding pixel in the calibration image better. To develop the calibration process, a flat calibration pattern of the checkerboard type (Figure 5) is used. The calibration pattern brand is Opto-Engineering, and its main characteristics are summarized in Table 1.

The process that relates the points position in the pattern with their image position is described in Section 2.2, specifically in Equation 1. The set of process parameters,
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listed below, are unknown: (1) Scale factors: $\alpha, \beta$, (2) Skew coefficient: $\gamma$, (3) Factors of spatial position: $R, T$, and (4) Radial distortion $l_1, l_2$. The calibration process refers to estimating a total of 9 scalars that describe the projection of world coordinates in 3D to the image frame. The procedure to obtain these values is developed in 8 steps, as described below:

**Step 1:** Acquisition of images: capture and storage of $n$ calibration images. In Figure 5, a picture that was used to calibrate the system is observed. The images are in gray scale with a resolution of 1280 x 960 pixels.

**Step 2:** Corner extraction with subpixel accuracy. The coordinates correspond to the positions on the checkerboard pattern taking a corner as the origin and from which are measured 1.35 $mm$ intervals ($X_i^1, Y_i^1, 0$). The coordinates ($x_i^1, y_i^1$) represent the position in pixels in the image $i$. Figure 5 shows a detailed view of the square intersections (corners), found in one of the calibration images.

**Step 3:** Using calibration images, the homography matrices for each image can be determined using Equations 17 and 11, where the terms $h_{11}, h_{12}, h_{13}, h_{21}, h_{22},$ and $h_{23}$ are arranged in a vector form in order to establish the equations system as follows:

$$
\begin{bmatrix}
X_i^1 & Y_i^1 & 1 & 0 & 0 & 0 \\
0 & 0 & X_i^1 & Y_i^1 & 1 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
X_i^m & Y_i^m & 1 & 0 & 0 & 0 \\
0 & 0 & X_i^m & Y_i^m & 1 & 0
\end{bmatrix}
\begin{bmatrix}
h_{11}
\end{bmatrix}
= 
\begin{bmatrix}
x_i^1 \\
x_i^2 \\
\vdots \\
x_i^m
\end{bmatrix}
(18)
$$

The value of $j$ is the total number of points by image found in the corner extraction step (step 2). $X_i^j$ and $Y_i^j$ indicate the coordinates of the points in the world frame, $x_i^j$ and $y_i^j$ indicate the coordinates of the points in the image $i$.

**Step 4:** Intrinsic parameters: Using four homographies to compute the first approximation of the intrinsic parameters, the values of $h_{11}, h_{12}, h_{13}, h_{21}, h_{22},$ and $h_{23}$ solve the equation system $Ck = D$, which expressed in a matrix form is denoted by Equation 19, for each image $i$ obtained.

$$
\begin{bmatrix}
C_1^1 & C_2^1 & C_3^1 & C_4^1 \\
C_1^2 & C_2^2 & C_3^2 & C_4^2 \\
C_1^3 & C_2^3 & C_3^3 & C_4^3 \\
C_1^4 & C_2^4 & C_3^4 & C_4^4
\end{bmatrix}
\begin{bmatrix}
k_1 \\
k_2 \\
k_3 \\
k_4
\end{bmatrix}
= 
\begin{bmatrix}
D_1 \\
D_2 \\
D_3 \\
D_4
\end{bmatrix}
(19)
$$

Now $C_1^1, C_2^1, C_3^1,$ and $C_4^1$ are defined by: 1, $-((h_{13}^i)^2 + (h_{23}^i)^2), -((h_{13}^i)^2 + (h_{12}^i)^2),$ $2(h_{11}^i h_{21}^i + h_{12}^i h_{22}^i),$ where $h_{11}^i, h_{12}^i, h_{21}^i,$ and $h_{22}^i$ corresponds to the value of each homography obtained above (notice that there is one for each $i$ image of the calibration). Moreover, $D_i$ is defined by: $- (h_{12}^i h_{21}^i - h_{11}^i h_{22}^i)^2$. These definitions correspond to Equation 16. The vector defined by $k_1, k_2, k_3,$ and $k_4$ represents the necessary scalars to obtain the values of the intrinsic parameters of the camera.

Thus, the values of the camera intrinsic parameters are defined using Equation 19, which allows the calculation of $\alpha, \beta,$ and $\gamma$, scale factors and radial distortion, respectively. These values can be obtained using Equation 20.

$$
\alpha = \sqrt{\frac{k_2 k_3 - k_4^2}{k_5}}; \quad \beta = \sqrt{k_3}; \quad \gamma = \sqrt{\frac{k_2 k_3 - k_4^2}{k_5}}
(20)
$$
Step 4: Intrinsic parameters

**input:** $h_{11}, h_{12}, h_{13}, h_{21}, h_{22}, h_{23}$, where $i = 1, 2, 3, 4$

1. $\{k_1, k_2, k_3, k_4\} \leftarrow$ Using Equation 19
2. $\{\alpha, \beta, \gamma\} \leftarrow$ Using Equation 20

**output:** $\{\alpha, \beta, \gamma\}$

Step 5: Extrinsic parameters require the values of homographies previously obtained: $h_{11}, h_{12}, h_{13}, h_{21}, h_{22}$ and $h_{23}$ complementing H homography matrix from Equations 17 and 12. Solving for $E_{\alpha}$, we have:

$$E_{\alpha} = \begin{bmatrix} 1 & -\frac{\gamma}{\alpha} & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} h_{11} & h_{12} & h_{13} \\ h_{21} & h_{22} & h_{23} \\ h_{31} & h_{32} & h_{33} \end{bmatrix}$$

Solving the last equation and using Equation 10, where

$$E_{\alpha} = \begin{bmatrix} r_{11} & r_{12} & r_{13} \\ r_{21} & r_{22} & r_{23} \\ 0 & 0 & 1 \end{bmatrix},$$

we have:

$$r_{11} = \frac{1}{\alpha} h_{11} - \frac{1}{\alpha \beta} \gamma h_{21}, \quad r_{12} = \frac{1}{\alpha} h_{12} - \frac{1}{\alpha \beta} \gamma h_{22},$$

$$r_{13} = \frac{1}{\alpha} h_{13} - \frac{1}{\alpha \beta} \gamma h_{23}, \quad r_{21} = \frac{1}{\beta} h_{21}, \quad r_{22} = \frac{1}{\beta} h_{22}, \quad r_{23} = \frac{1}{\beta} h_{23}.$$ (21)

Step 6: The intrinsic parameters and some extrinsic parameters refinement $(\alpha, \beta, \gamma, R_i, T_i)$ are now initialized. For the total calibration, Equation 10 is used, and a refinement step is carried out by the total minimization of the following expressions:

$$F_1 = \alpha (r_1 x_i^d + r_2 y_i^d + t_1) + \gamma (r_2 x_i^d + r_2 y_i^d + t_2) - x_i^d,$$

$$F_2 = \beta (r_2 x_i^d + r_2 y_i^d + t_2) - y_i^d.$$ (22)

where $(x_i^d, y_i^d)$ are the pixels measured in the calibration images $i$. $(X_i^d, Y_i^d)$ are the position of the corner points in the calibration pattern $i$. The minimisation step uses Matlab implementation of the Levenberg-Marquardt method $(LM)$, and is the minimization obtained by solving the equations system:

$$\frac{dE_1}{dt} = 0; \quad \frac{dE_2}{dt} = 0$$

where $\Gamma = \{\alpha, \gamma, \beta, r_{11}, r_{12}, r_{21}, r_{22}, t_1, t_2\}$, and $i$ correspond to the number of images ($i \gg 4$).

Step 7: Intrinsic and extrinsic parameters refinement

**input:** $inPara = \{\alpha, \beta, \gamma, R_i, T_i\}$

**inputData = $\{(X_i^d, Y_i^d, 0), (x_i^d, y_i^d)\}$

1. $inPara \leftarrow LM[G_1, G_2]$

**output:** $inPara, (0, y_0)$, $l_1, l_2 \leftarrow LM[G_1, G_2]$

Step 8: In order to calibrate the rotation axis, the calibration pattern is placed on the turntable, for each rotation angle ($\theta$) a matrix $E(\theta)$ is calculated. In order to calculate $E_W \leftarrow N$, we use the Equation 7.
3 VISION SYSTEM VALIDATION

Experimental and numerical validations were performed for the vision system. The measurements obtained through the vision system are validated experimentally using a plug gage that is an industrial calibration standard. This experimental validation is performed for the 2D and 3D scenarios. The calibration of the vision system is validated numerically using a Monte Carlo simulation.

3.1 Numerical validation: Camera parameters uncertainty

The uncertainty of the calibration parameters is calculated using Monte Carlo simulation. In [35], a computer-generated random numbers are used to simulate many synthetic data sets. The Monte Carlo method is used for analyzing uncertainty propagation, where the main goal is to determine how random variation, lack of knowledge, or error affect the sensitivity, performance, or reliability of the system that is being modeled. Monte Carlo simulation is categorized as a sampling method because the inputs are randomly generated from probability distributions to simulate the process of sampling from an actual population. The synthetic data set represents the noise of the calibration pattern and it is used to recalculate the parameters of the camera+telecentric lens array 10,000 times to estimate its uncertainty from the standard deviation. The procedure to evaluate the uncertainty of the camera+telecentric lens array parameters adds noise to ideal coordinates of the reference points for each data acquisition. The noise consists of random numbers with normal probability distribution, zero mean and standard deviation equal to the difference between ideal and real coordinates of the points of reference.

3.2 Experimental validation

The 2D validation projected the points in the image to the world and compared them with the plug gage dimension. The parameters involved in this validation are the intrinsic parameters of the camera. The 3D validation uses several images for reconstruction of the plug gage. This validation involves the intrinsic camera parameters and the rotation axis.

3.2.1 2D performance evaluation

To validate the calibration, a plug gage is used as reference (in world coordinates), with dimension of 5, 10, 16, and 20 mm with an accuracy of 0.001 mm. The procedure consists of computing the distance between the contour points of the plug gage used for measuring from images (Figure 6). The dimension of the plug gage is computed using the Algorithm 1.

Algorithm 1 Performance evaluation of the proposed measurement system

Input: plug gage image (Figure 6)

1. Canny edge detector
2. Automatic lines extraction based on the RASAC method.
3. Subpixel extraction points belong to the first line
4. For each subpixel point computed in step 3, we find the subpixel edge point that belongs to the second line and is perpendicular
5. The two subpixels points are projected onto the world frame using the Equation 7
6. The Euclidean distance is computed using the two subpixel points represented in the world

Output: millimetric distance

3.2.2 3D performance evaluation

In this section, we evaluate the uncertainty of the 3D reconstruction. We reconstruct the plug gages in 3D and the measurement are made considered that the plug gage are cylinders.
In accordance with ISO 14253-1:1998 [36] every measurement process, no matter its nature, must take into account the accuracy represented by a resultant error and its corresponding uncertainty. The uncertainty reported in this work is based on GUM [37] and ISO 15530-3:2011 [38].

The uncertainty expression is given by:

\[ U = k \cdot u_c(y) = k \cdot \sqrt{u_{cal}^2 + u_p^2 + u_w^2 + |b|} \]  

(24)

where: \( u_{cal} \) is the uncertainty of calibration standard to be measured, \( u_p \) is the standard uncertainty of the sum of errors in the measurement process, and \( u_w \) is the standard uncertainty of the material and the manufacture variation. If the systematic error \( b = x - x_{cal} \) is not corrected after the calibration of the measuring system, it is necessary to take this error \( b \) into account. ISO 15530-3:2011 [38] considers that it is more appropriate to calculate the systematic error \( b \) arithmetically rather than geometrically.

In [39], the Equation 24 is simplified as follows:

\[ U = k \cdot u_p \]  

(25)

From Equation 25, the uncertainty \( u_p \) is calculated as:

\[ u_p = \frac{\sigma_x}{\sqrt{n}} \cdot h \]  

(26)

where \( \sigma_x \) is the standard deviation and \( h \) is the safety factor calculated on the basis of a student distribution where \( h = 1.4 \) for \( n = 5 \) (in our case the plug gage are reconstructed 5 times), in which \( n \) is the number of measurements and \( h = 1 \) for \( n >= 10 \). \( k \) is the coverage factor and in this article a conventional value of 2 was selected to achieve a probability of 94.5% of confidence in the calculated uncertainty.

4 RESULTS

This section describes the conducted experiments and the obtained results used to evaluate the proposed calibration and measurement methods. Finally the implementation of the components proposed for the 3D reconstruction system.

The resolution of the camera Marlin F-145 is 1280 x 960 pixels. The rate of color image acquisition is 10 fps using an IEEE 1394 interface. The gain and exposure time can be set to auto or manual; for these parameters, we used the auto option. The magnification of telecentric lens is 0.074x ± 3%, the field of view is 65.2 \times 48.9 \text{ mm}, the work distance is 182.3 ± 5 mm, the maximum typical Telecentricity is 0.06 degrees, and field depth is 124 mm. The motorized Thorlabs Z700 series has a travel range of 360 degrees, gear reduction of 256:1, worm gear of 96 teeth, and a speed range of 0°/sec 22arcsec/sec. The illumination area of M1000 is 85.6 \times 100.8 \text{ mm} and the illumination control is 0 to 100 %.

4.1 Vision system

The calibration of extrinsic and intrinsic camera parameters is done using a checkerboard pattern, as shown in Figure 5. The calibration error and uncertainty of the intrinsic parameters is presented in the following subsections.

4.1.1 Accuracy of the calibration.

To compute \( \alpha, \beta, \gamma \) of Equation 20 and \( H_e \) used in Equation 17 (stages 3, 4, and 5), four images are used. For the intrinsic and extrinsic parameters refinement (stage 7), 61,938 points of 54 calibration images are used. The calibration is carried out by minimizing the residual error. The residual error is calculated using the points of checkerboard pattern re-projected to the images using the final model (Equation 3). The distance between the re-projected point and the extracted image point corresponds to residual error. The histogram of this error is shown in Figure 7. The average error is 0.1358 pixels with a standard deviation of 0.1131 pixels.

To validate the calibration, a plug gages with a dimensions 5, 10, 16, and 20 \text{ mm} and an uncertainty of 0.002 \text{ mm} is used as a reference. The vision system acquires images for each plug gage with the turntable in a different orientation. The procedure to validate the calibration takes critical measurements and the uncertainty is calculated, as shown in Table 4.
4.1.2 Uncertainty of intrinsic parameters

The uncertainty values reported are in confidence interval of $2\sigma$, which corresponds to a confidence level of 95.4%. The uncertainty values of the intrinsic parameters are given in Table 3.

Table 2 shows the vision system measurements of the plug gages using the computed intrinsic parameters. The second and third column are computed using the technique proposed in section 3.2.1, these measurements are made in 2D and correspond to the plug gage dimensions. The sixth column is computed using the methodology presented in section 3.2.2, measurements of the plug gage are made tridimensionally reconstructing the pattern 5 times and considered it a cylinder, so that the measurements are made in 3D. Adding or subtracting the standard uncertainties to the intrinsic parameters, the measurement are affected by the order of 0.0001 (see Table 4). These results show that the uncertainties of the calibration affects almost negligibly the measurements.

4.2 Rotation axis calibration

For calibration of the rotation axis, the checkerboard is placed on the turntable and images are acquired every five degrees of rotation. Figure 10 shows acquisitions at 0, 25, 50, and 75 degrees.

A total of 73 images were acquired, the pattern orientations are at 1, 5, 10, 15...360 degrees, but there are orientations where it is impossible to extract points because the plane of the pattern is nearly perpendicular to the image plane (Figures 10 (c) and (d)). For this reason only 54 images were used to calibrate the camera and rotation axis. During the implementation of the vision system, we put attention on the rotation stage to make it coincide with the reference axis of the camera. However, a possible misalignment has been modeled (Equation 10), Figure 11 shows the existing misalignment between the rotation axis and the reference camera. If there are not a misalignment, the values for each orientation in Figure 11 would: $r_{11} = 1, r_{12} = 0, r_{22} = 1, r_{21} = 0$ and $t_1, t_2 = 0$.

Table 3. Results of the measurement of intrinsic parameters and resulting uncertainties.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Computed values</th>
<th>Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$(pixel)</td>
<td>15.5231</td>
<td>$6.47 \times 10^{-04}$</td>
</tr>
<tr>
<td>$\beta$(pixel)</td>
<td>15.5369</td>
<td>$1.11 \times 10^{-04}$</td>
</tr>
<tr>
<td>$\gamma$(pixel)</td>
<td>0.0147</td>
<td>$4.79 \times 10^{-04}$</td>
</tr>
<tr>
<td>$l_1$</td>
<td>$-1.03 \times 10^{-00}$</td>
<td>$5.0221 \times 10^{-08}$</td>
</tr>
<tr>
<td>$l_2$</td>
<td>$5.65 \times 10^{-12}$</td>
<td>$1.7538 \times 10^{-13}$</td>
</tr>
</tbody>
</table>

Table 4. Measurement of plug gage with dimension 10 and 20 mm using the intrinsic parameters and their uncertainties ($U_c$). These values are obtained using the algorithm described in section 3.2.1.

![Histograms of the distances calculated for the plug gage with dimensions of 5 (a) and 10 (b) millimeters.](image-url)
Table 2. Plug gage with dimension 5, 10, 16, and 20 mm, with an accuracy 0.002 mm used as reference.

<table>
<thead>
<tr>
<th>Nominal value (mm)</th>
<th>Our measure (Section 3.2.1) Average (mm)</th>
<th>Standard deviation (mm)</th>
<th>Calibration certificate Average (mm)</th>
<th>Uncertainty (Section 3.2.2) (μm)</th>
<th>Uncertainty (mm)</th>
<th>U (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>5.0641</td>
<td>0.0059</td>
<td>5.0004</td>
<td>±0.2</td>
<td>0.0060</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>10.0330</td>
<td>0.0052</td>
<td>10.0002</td>
<td>±0.2</td>
<td>0.0069</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>16.0171</td>
<td>0.0201</td>
<td>16.0000</td>
<td>±0.2</td>
<td>0.0630</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>19.9993</td>
<td>0.0217</td>
<td>19.9999</td>
<td>±0.2</td>
<td>0.0700</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 11. Extrinsic parameters with respect to angle of the turn table (E_c of Equation 10)

4.3 Three-dimensional reconstruction

In the case of manufactured products, it is important to know and to verify the quality with which they were prepared to comply with the requirements of the product. Therefore, knowing the final product characteristics and quality test results reliably to provide a tool to perform these tests. In particular, it provides the dimensions of the piece and its 3D reconstruction. In this case, a section of an object is reconstructed, using an algorithm that can determine the shape of the object, aligned on an axis of rotation as [40]. It is therefore necessary to know the ratio between the world in millimeters and the world in pixels. This transformation can be found from Equation 7. In this equation \( Q \) corresponds to the coordinates in millimeters, and \( q \) in pixels. Figure 12 shows the alignment of the silhouettes on a rotation axis, with dimensions in millimeters (area of approximately 50 mm by 45 mm). Also, it shows the process of reconstruction of the object with different silhouettes. Figure 13 presents the results of the final reconstruction of a textured object. Figure 14 (a) shows an object, its 3D reconstruction shown in (b), and the surface mesh is represented in Figure 15.

Figure 16 shows an object with concave zones that cannot be reconstructed with the current method because the contours of these zones are hidden.

5 CONCLUSIONS AND FUTURE WORK

A complete geometric model of an array of camera-telecentric lens has been described. This relates the world coordinates in millimeters to the image coordinates,
obtained by the camera, in pixels with high precision and low uncertainty. It also yields the real dimensions from the images. The proposed method determines the dimensions of objects with diameters less than 50 mm.

In this work, we evaluated the accuracy of the 2D measurements and 3D reconstruction between 5 to 20 mm. The accuracy for the measurement in 2D is between ±0.0059 mm to ±0.0217 mm. While the accuracy for the 3D reconstruction is between ±0.006 mm to ±0.0700 mm. We use plug gages for traceability and correction of the 2D measurements and 3D reconstruction. Several 3D reconstructions are performed to evaluate the performance of the proposed reconstruction system.

The calibration and reconstruction process has been developed using Matlab, but our efforts are aimed at developing algorithms in C++. The future prototype will incorporate a structured light pattern projector in order to reconstruct concave zones that cannot be reconstructed with the current method because the contours of these zones are hidden.
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