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TECHNICAL PAPER

Modeling and Direct Sensitivity Analysis of Biogenic
Emissions Impacts on Regional Ozone Formation in
the Mexico–U.S. Border Area

Alberto Mendoza-Dominguez, James G. Wilkinson, Yueh-Jiun Yang, and Armistead G. Russell
School of Civil and Environmental Engineering, Georgia Institute of Technology, Atlanta, Georgia

ABSTRACT
A spatially and temporally resolved biogenic hydrocar-
bon and nitrogen oxides (NOx) emissions inventory has
been developed for a region along the Mexico–U.S. bor-
der area. Average daily biogenic non-methane organic
gases (NMOG) emissions for the 1700 × 1000 km2 domain
were estimated at 23,800 metric tons/day (62% from
Mexico and 38% from the United States), and biogenic
NOx was estimated at 1230 metric tons/day (54% from
Mexico and 46% from the United States) for the July 18–
20, 1993, ozone episode. The biogenic NMOG represented
74% of the total NMOG emissions, and biogenic NOx was
14% of the total NOx. The CIT photochemical airshed
model was used to assess how biogenic emissions impact
air quality. Predicted ground-level ozone increased by 5–
10 ppb in most rural areas, 10–20 ppb near urban centers,
and 20–30 ppb immediately downwind of the urban cen-
ters compared to simulations in which only anthropogenic
emissions were used. A sensitivity analysis of predicted
ozone concentration to emissions was performed using the
decoupled direct method for three dimensional air quality
models (DDM-3D). The highest positive sensitivity of
ground-level ozone concentration to biogenic volatile or-
ganic compound (VOC) emissions (i.e., increasing biogenic
VOC emissions results in increasing ozone concentrations)

IMPLICATIONS
This study describes an initial application of DDM-3D,
a state-of-the-science sensitivity technique for three-
dimensional air quality models, to the Mexico–U.S.
border area to assess impacts of both biogenic and
anthropogenic emissions on the air quality of the re-
gion. DDM-3D allows a much faster and more precise way
of characterizing the impacts of different sources (biogenic
and anthropogenic) throughout a domain. The application
of DDM-3D provides information that can be used in source
apportionment and control strategy development. This
study also provides the first regional biogenic emissions
inventory for northern Mexico.

was predicted to be in locations with high NOx levels,
(i.e., the urban areas). One urban center—Houston—was
predicted to have a slight negative sensitivity to biogenic
NO emissions (i.e., increasing biogenic NO emissions re-
sults in decreasing local ozone concentrations). The high-
est sensitivities of ozone concentrations to on-road mobile
source VOC emissions, all positive, were mainly in the
urban areas. The highest sensitivities of ozone concentra-
tions to on-road mobile source NOx emissions were pre-
dicted in both urban (either positive or negative
sensitivities) and rural (positive sensitivities) locations.

INTRODUCTION
Transboundary air pollution between the United States
and Mexico has received increasing attention from both
countries since the late 1970s, leading to a number of
cooperative programs to study this problem.1-3 Further,
with the passage of the North American Free Trade Agree-
ment (NAFTA), interest has increased among various in-
stitutions in Mexico and the U.S. in developing an
understanding of air pollution dynamics to evaluate the
environmental impacts of NAFTA across the Mexico–U.S.
border and in urban centers located near the border. Not
only are such studies valuable for evaluating the impact
of inter- and intra-country vehicular traffic and commer-
cial and industrial activities on regional air quality, but
they are also valuable for locating and quantifying sources
of primary and secondary air pollutants. Ozone pollution,
in particular, has proven to be difficult to abate in U.S.4,5

and Mexican cities.6 As shown in Figure 1, the metropoli-
tan areas of Houston-Galveston-Brazoria, El Paso, and
Dallas-Fort Worth in Texas and the region of Sunland Park
in New Mexico, which is downwind of El Paso, are in
nonattainment of the current 1-hr U.S. National Ambi-
ent Air Quality Standard (NAAQS) for ozone.5 For cities in
the border strip (Figure 1) besides El Paso, air quality in-
formation is scarce and is mainly reported for the Lower
Rio Grande Valley. On the Mexican side of the domain,
only Monterrey and Ciudad Juarez have routine air
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quality monitoring networks. Monterrey and Ciudad
Juarez have violated the Mexican ozone 1-hr standard of
110 ppb on average 22 and 15 days per year since 1993,
respectively.6 A proper characterization of anthropogenic
and biogenic emissions is necessary to further understand
the transport of pollutants across the border.

Ozone is formed in the troposphere by the reaction of
nitrogen oxides (NOx) with volatile organic compounds
(VOCs) in the presence of sunlight.7 The importance of
biogenic VOC emissions on urban ozone formation was
neglected in early photochemical air pollution studies based
on (1) the assumption that biogenic emissions were small
compared to anthropogenic emissions, and (2) the fact that,
typically, biogenic VOC concentrations in an urban set-
ting are much smaller than anthropogenic VOC.8 Today, it
is recognized that biogenic hydrocarbons can account for
a large fraction of the total VOCs emitted in an airshed
and that even in low concentrations, their high reactivity
(or ozone formation potential) may have significant effects
on ozone production.9 For example, it has been reported
that isoprene, α-pinene, and β-pinene, key emitted bio-
genic species, are more reactive than a weighted average of
hydrocarbons emitted from anthropogenic sources.10 Given
that biogenic VOCs have a high reactivity compared to
anthropogenic VOCs, in areas with high anthropogenic

NOx emissions, biogenic VOC emissions can help foster
episodes of high ozone concentration.4 On the other hand,
biogenic nitric oxide (NO) emissions that result from soil
microbial processes during the nitrification/denitrification
cycle are exacerbated by soil fertilization activities4 and can
approach the anthropogenic NO flux of urban areas.11,12

Given the importance of biogenic emissions on ozone
formation, it is prudent to develop reliable biogenic emis-
sions inventories to follow regional ozone production.
Biogenic emissions inventories for Mexico have been devel-
oped mainly for the metropolitan area of Mexico City.13-15

There is, however, a great need to develop inventories for
other regions of the country with air pollution problems.
The objectives of this study are as follows: first, to de-
velop a biogenic hydrocarbon and NO emissions inven-
tory for the Mexico–U.S. border area; second, to integrate
the biogenic inventory into a photochemical airshed
model simulation to characterize the air pollution dynam-
ics in the region; and third, to apply direct sensitivity
analysis to assess the impacts of emissions on urban and
rural ozone formation.

METHODS
This study focuses on the development of an episodic bio-
genic emissions inventory for the Mexico–U.S. border and

Figure 1. Map of the Mexico–U.S. border area, the location of major urban centers, and the extent of the modeling domain (for clarity of presentation,
the size of the grid cells depicted are 50 × 50 km2). The dashed solid line represents the international limit and the solid dotted line the extent of the
border strip (100 km from each side of the international limit). State names are in upper case and city names in upper-lower case.
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on the impacts of biogenic and anthropogenic emissions
on urban and rural ozone production. A description of
the main physiographical characteristics of the modeling
domain is given in this section, followed by descriptions
of the biogenic emissions modeling and the photochemi-
cal modeling frameworks.

The Mexico–U.S. Border Area
The Mexico–U.S. border is approximately 3200 km in
length, extending from the Pacific Ocean to the Gulf of
Mexico (Figure 1). Of note, the border area between Baja
California (Mexico) and California (United States) is not
included in this study. Approximately half of the border
area, extending from the Ciudad Juarez–El Paso metropoli-
tan area to the Gulf of Mexico, is delimited naturally by
the Rio Grande, which is known as the Rio Bravo in Mexico.

The western boundary of the modeling domain is de-
fined by the Sierra Madre Occidental and the Gulf of Cali-
fornia, and the eastern boundary is defined by the Gulf of
Mexico and the eastern plains of Texas. Two mountain chains
divide the region: the Sierra Madre Occidental, which runs
along the western coast of the Mexican mainland (with the
Gulf of California) to southern Arizona; and the Sierra Madre
Oriental, which runs from the vicinity of the city of
Monterrey south along the border of the States of Nuevo
Leon and Tamaulipas. Between the Sierras, the northern
Mexican plateau (about 1300 m above sea level) extends
north, becoming part of the great plains of North America.
To the east of the Sierra Madre Oriental, the Gulf of Mexico
plains also extend north.16 Climates in the region are pre-
dominantly dry. The Sierras and the Gulf of Mexico plains
have a temperate subhumid climate, with average tempera-
ture from 10 to 18 °C and annual rainfall from 600 to 1000
mm. The central plains are typically dry, with annual rain-
fall between 300 and 600 mm and average temperatures rang-
ing between 18 to 22 °C. The eastern region of the state of
Chihuahua, western Texas, and southeastern New Mexico
are arid, with average annual rainfall less than 300 mm and
mean temperatures between 18 and 26 °C.16

Coniferous oak forests dominate the Sierras of the west
and east as well as the forests of eastern Texas. Between the
Sierras and their respective coasts, dry tropical forests are
predominant (i.e., tropical deciduous low forest and tropi-
cal thorn low forest). The central plateau is predominantly
covered by arid and semiarid shrublands. Between the
shrublands and the Sierra of the west there exists a transi-
tional zone covered mainly by grasslands. Important agglom-
erations of halophilous vegetation, scrubland, and scrub
woodland can be found in places over the central plateau.16

Biogenic Model
The U.S. Environmental Protection Agency’s (EPA) sec-
ond version of the Biogenic Emissions Inventory

System (BEIS2) was used to estimate biogenic VOC
emissions. The environmental algorithm used by BEIS2
was developed by Guenther et al.17 This algorithm cor-
rects the effects of temperature and solar radiation on
biogenic VOC emissions. A complete description of the
algorithm used by BEIS2 can be found elsewhere.18 For
biogenic NO, the model developed by Williams et al.19

was used.
The general approach to estimating biogenic VOC

emissions rates is to combine emissions factors, which
are a function of temperature and photosynthetically
active radiation (PAR), with a database containing the
amount of earth’s surface covered by the biomes of
the region of interest.4 Biogenic emissions are estimated
via eq 1.20

E E C AS f= ⋅ ⋅ (1)

where E is the meteorological-specific emission rate (µg
hr-1 ha-1), ES is the species-specific emission flux at 30 °C
and 1000 µmole m-2 sec-1, Cf is the hourly species-
specific environmental correction factor, and A is the area
of species coverage. For isoprene emissions, Cf is calcu-
lated as
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where CL is the light intensity correction factor, CT is the
temperature correction factor, L is the PAR flux (µmole
m-2 sec-1), cL1 and α are empirical coefficients derived from
emission rate measurements,17 T is the leaf temperature
(taken to be ambient temperature, K), R is the ideal gas
constant, Ts is the normalizing temperature (303 K), and
TM, cT1, and cT2 are empirical coefficients derived by fit to
species of several genera.17

In the case of monoterpenes and other VOCs (OVOC),
the environmental correction factor, Cf, is given as

C T Tf s= ⋅ −( )( )exp β (5)

where β is an empirical coefficient derived by fit to spe-
cies of several genera.17 Finally, for the case of NO emis-
sions, Cf is estimated by
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C T Tf soil= ⋅( )exp 3 (6)

where T3 is an empirical parameter derived from emis-
sions rate measurements (°C-1) and Tsoil is the soil tem-
perature which is dependent on land use (°C). Tsoil is
computed as

T T T Tsoil = ⋅ +1 2 (7)

where T1 is an empirical parameter derived from emis-
sions rate measurements and T2 is a land use-specific soil
temperature adjustment factor (°C). This formulation ba-
sically requires three set of inputs: the area of species cover-
age (A), and temporally and spatially resolved temperature
and PAR fields.

Inputs to the Biogenic Model
The species coverage (A) for the United States was derived
from the Biogenic Emissions Landcover Database (BELD)
and the Land Cover Characteristics (LCC25) coverage.21

The BELD is a table containing coverage estimates of 127
plant communities and species resolved to the county level
for the United States. The BELD divides the county data
into four main categories: rural forest cover, agricultural
cover, urban forest cover, and other land covers. The
LCC25 digital coverage contains 27 classes of species cov-
erage for the United States and is used as a surrogate to
allocate spatially data from the BELD.

Two data sets were created, similar to the BELD and
LCC25, to represent Mexican vegetation. This was done
to use the same software and for consistency with the
U.S. data. Maps (scale 1:1,000,000) from the National In-
stitute of Statistics, Geography, and Informatics (INEGI)
were used to develop vectorized digital land use/land cover
data for Mexico. Since INEGI’s classification differs from
the one used by the BELD and LCC25, the Mexican data
set was preprocessed before being integrated to the final
database. The Mexican BELD was constructed by assign-
ing plant communities in the INEGI data to those that
exist in the U.S. BELD data set. Further, the Mexican BELD
was resolved to the municipality level, which is similar to
a U.S. county. The guidelines for the integration were taken
from Rzedowski’s description of the Mexican vegetation
types.22 Agricultural coverage data at the municipality level
for Mexico were obtained from the Sistema Nacional de
Información Agropecuaria released by the Centro de
Estadística Agropecuaria (CEA) of the Department of Ag-
riculture, Livestock, and Rural Development (SAGAR)23

and from the Sistema Municipal de Base de Datos
(SIMBAD)24 operated by INEGI. Species-specific crop ar-
eas for the spring-summer cycle of 1993 were used. Agri-
cultural species that were allocated for each municipality
were cotton, rice, oat, barley, corn, sorghum, soybean,

wheat, alfalfa, orange (citric), and hay. The remaining
agricultural species were assigned to the “miscellaneous
crops” category because no similar species are available
in the U.S. BELD. Vegetation for Mexican urban areas was
not available, and it was assumed that the areas were com-
posed of 20% mixed urban forest and 20% grasslands.
The Mexican LCC25 digital map was created using an
existing cross-reference table between the United States
Geological Survey (USGS) and INEGI’s land use classifica-
tions.25 Note that no specific emission factors for Mexi-
can vegetative species were included because little research
has been undertaken to describe the emissions character-
istics of plant species specific to Mexico.

Input data for the biogenic model was completed with
the specification of the meteorological variables. The PAR
field was computed in two steps. First, clear sky total ra-
diation values were computed based on the work of Iqbal.26

PAR that falls in the visible spectrum of 400–700 nm was
taken as half of the total radiation.20 Second, the PAR field
was scaled using a cloud cover field. The temporally and
spatially resolved cloud cover and temperature fields were
generated using an objective analysis technique27 with
data from 95 monitoring stations.25

Photochemical Air Quality Modeling and
Sensitivity Analysis

The air quality model used in this study to predict ozone
formation is the California/Carnegie Institute of Technol-
ogy (CIT) model. This Eulerian model has been used pre-
viously to address photochemical air pollution issues in
different urban13, 28-30 and regional (i.e., the Mexico–U.S.
border25 and the Swiss Plateau31) areas. The CIT photo-
chemical airshed model simulates the formation and trans-
port of photochemical air pollution by solving the
atmospheric diffusion equation32

∂
∂
c

t
c c R c c c T t S i Ii

i i i n i= −∇ ⋅( ) + ∇ ⋅ ∇( ) + ( ) + =u K 1 2 1, ,..., ; , ,...,       

(8)

where ci(x,t) represents the ensemble average concentra-
tion of species i, K is the turbulent diffusion tensor, u(x,t)
is the advective field, Ri is the gas phase reaction rate of
species i, and Si is the elevated point-source rate of emis-
sions of species i, T(x,t) is the temperature, t is the time
vector, and x is the position vector. The formulation is
subject to boundary and initial conditions (not shown
here) to solve the equation. Details of the model formula-
tion are described elsewhere.28, 33-34 Finally, in this study,
the VOC-NOx chemistry is treated via the SAPRC90 chemi-
cal mechanism.35

A unique feature of the CIT model is its ability to
calculate sensitivity coefficients of model outputs to model
parameters and inputs through the use of the decoupled
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direct method for three dimensional models (DDM-3D).36

DDM-3D allows calculation of sensitivity coefficients in
a computationally efficient fashion. The sensitivity coef-
ficients are computed through the derivative of the model
output (i.e., species concentration, ci) with respect to a
semi-normalized model input or parameter (i.e., εj = pj/
pj

o, where εj is a scaling variable with a nominal value of
1; pj is the scaled model parameter [e.g., rate constant] or
model input [e.g., area source emissions]; and pj

o is the
nominal value of the model parameter or model input).
This results in an auxiliary equation, which is very simi-
lar to the atmospheric diffusion equation

∂
∂

∂
∂ε

∂
∂ε

δ δ
s

t
s s J s

R S
c cij

ij ij ik kj
i

j

i

j
i ij i ij

*
* * *= −∇ ⋅( ) + ∇ ⋅ ∇( ) + + + − ∇ ⋅( ) + ∇ ⋅ ∇( )u K u K

(9)

where J is the Jacobian matrix defined as Jik= ∂Ri/∂ck. The
last two terms are production due to wind speed (u) and
diffusivity (K), and they exist only if sensitivity to wind
speed and diffusivity are applied. Similar equations can
be developed for boundary and initial conditions, al-
though details of this derivation are found elsewhere.36

With this approach, the model can be applied once, and
the sensitivity fields of all the pollutants to different emis-
sion sources can be calculated simultaneously. The method
has been previously used in two urban domains: Los An-
geles36 and Atlanta.29 Further, DDM-3D not only provides
temporally and spatially resolved sensitivity fields, but it
can also be used in source attribution analyses and to de-
velop emissions control strategies.29,37

DDM-3D has two main advantages over applying a
brute-force approach (i.e., where a base simulation is run
along with a second simulation where the input or model
parameter has been perturbed, and the sensitivity is found
by computing the difference between the two). First, it is
much faster. Yang et al.36 found that for an application to
the South Coast Air Basin of California one could solve
for the sensitivity of all pollutant concentrations to 20
inputs with a very modest (80%) increase in computa-
tional time over a base simulation. In this study, it was
found that a single parameter sensitivity analysis required
two times the execution time relative to concentration
calculations alone; a five-parameter sensitivity analysis
required roughly three times the execution time. In the
last case, the brute-force approach would have required
six times the execution time. As noted here and in the
Los Angeles study,36 the increment in execution time from
one run to another is lower as more parameters are added.
The second advantage of DDM-3D is that the sensitivity
field computed is numerically more stable than the brute-
force approach.36

The modeling domain is 1000 ∗ 1700 km2 in the hori-
zontal (Figure 1) with a grid cell size of 12.5 × 12.5 km2.
There are six vertical layers: 0–30, 30–100, 100–300, 300–
700, 700–1500, and 1500–3100 m above ground level. The
model was applied to a summer episode, July 18–20, 1993,
which had peak observed ozone levels of 102 ppb in the
Monterrey metropolitan area. The CIT model performance
evaluation for ozone was conducted following EPA pro-
cedures, and it was complemented by guidelines suggested
by Tesche et al.38 The model inputs are described thor-
oughly by Mendoza et al.25 Anthropogenic emissions are
described by Mejia et al.39 The emission inventory was
complemented with the biogenic emissions calculated in
this study. In addition to the work described here, sensi-
tivity tests were also conducted to assess the impact of
model resolution using grid cells ranging from 6.25 × 6.25
km2 to 50 × 50 km2. Similar results were found for simula-
tions conducted using 6.25 × 6.25 km2 to 25 × 25 km2

cells.25 More significant differences were encountered
when using 50 × 50 km2 cells.25

RESULTS AND DISCUSSION
Biogenic Emission Inventory

Eighty percent of the domain, 170 x 106 ha, is covered by
land. Of this area, 57% is Mexican territory and 43% is
U.S. territory. Table 1 summarizes the areal extent of the
six main land use categories. The predominant vegeta-
tion classes are the desert brushlands and grasslands, with
Mexico covered by a fair amount of barren land. Figures
2a and 2b depict the spatial distribution of two land use
classes presented in Table 1: rural forest and agricultural
areas. As shown in Figure 2a and discussed earlier, the
forests are located along the western coast of Mexico par-
allel to the Gulf of California (the Sierra Madre Occiden-
tal), in northeastern Mexico where the northernmost part
of the Sierra Madre Oriental exists, and in eastern Texas.
The primary agricultural areas (Figure 2b) are located near
the heavily urbanized areas. Note that the central plateau
lacks forest and agricultural that are covered mainly by
desert brush.

The spatial distribution of the biogenic emission es-
timates for the third day of the episode are presented in

Table 1. Areal extent (hectares) of different land use classes within the modeling
domain.

Land Use Mexico United States

Agricultural area 4,915,740 12,151,040
Barren land 6,073,050 2,754,630
Forest land 18,449,160 8,456,250
Urban forest land 447,020 319,040
Othera vegetation types 47,471,900 34,060,580
Waterb 356,120 809,350

aIncludes mainly grassland and desert shrubland. bIncludes only inland water bodies.
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Figure 3. Figures 3a, 3b, and 3c depict the emissions for
the VOC species (isoprene, monoterpenes, and OVOC),
while Figure 3d depicts the NO emissions. The areas of
major hydrocarbon emissions closely follow the forest
locations shown in Figure 2a. Differences in the magni-
tude of emissions correspond to the local mix of tree
species. Monoterpenes and OVOC are also emitted in
fair amounts in non-forested areas (e.g., south-central
Texas, northeast Mexico, South Arizona, and northern
Sonora), where the vegetation is mainly composed of
shrub, scrub, and agricultural species. Biogenic hydro-
carbon emissions are negligible in the desert. Biogenic
NO is heavily emitted in agricultural areas, although there
are exceptions, most notably in eastern Texas. Biogenic
NO emissions are considerably lower in heavily forested,
urbanized, and desert areas.

Table 2 summarizes the domain-wide biogenic emis-
sions for the three-day episode. Of the total biogenic

Figure 2. Spatial distribution of (a) forest and (b) agricultural lands in
the modeling domain. Values represent surface covered (in ha × 102)
by the corresponding land use class in each cell. Each grid cell is 12.5
× 12.5 km2 for a total area of 15,625 ha.

(a)

Figure 3. Gridded biogenic emissions, in metric tons per day, using
12.5 × 12.5 km2 grid cells, for the third day of simulation (July 20,
1993): (a) isoprene, (b) terpenes, (c) other biogenic VOCs, and (d)
biogenic NO.

(a)

(b)

(c)

(d)

(b)
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non-methane organic gases (NMOGs) emitted in the do-
main, 62% is released from Mexico and 38% from the
U.S. In the case of biogenic NO, 54% is from Mexico and
46% from the U.S. Table 3 compares the biogenic emissions
computed in this study with the anthropogenic emissions
calculated by Mendoza et al.25 for the same domain. The
biogenic NMOG represent roughly 74% of the total NMOG
emissions, while biogenic NOx is 14% of the total NOx.

Photochemical Modeling Results
The biogenic emission estimates from this study were added
to an existing anthropogenic emissions inventory for the
same modeling domain, and the CIT model was used to
predict ozone concentrations. The observed peak ozone con-
centrations did not exceed 120 ppb in the United States and
did not exceeded 110 ppb in Mexico. In light of the 8-hr
standard for ozone being proposed by EPA, 8-hr running
averages of ozone concentration were calculated. No sta-
tion exceeded 80 ppb as an 8-hr average. Monterrey, Dallas-
Fort Worth, Ciudad Juarez-El Paso, and Houston each had
several episodes where the 8-hr ozone average was in the
range of 71–75 ppb. Nevertheless, the results are important
in the context of analyzing the dynamics of pollutants in
this regional domain during non-extreme conditions. This
is important in regard to ozone exposure and to the impact
of NOx and VOC emissions on that endpoint. Figure 4 de-
picts the daily predicted maximum ozone concentration for
the third day of the episode (July 20, 1993). The third day
was selected in order to minimize the influence of the ini-
tial conditions on the analysis. As shown in Figure 4, the
ozone plumes from the major urban areas—Houston, Dal-
las-Fort Worth, San Antonio, and Austin in the United States,
and Monterrey, Torreon, and Chihuahua in Mexico—can
be identified. Within the border strip, ozone levels build up
in the Matamoros/Brownsville-Reynosa/McAllen industrial
corridor (in the southernmost tip of Texas) and especially in
the Ciudad Juarez-El Paso area, where the plume is trans-
ported to the north across the border. Also, within the bor-
der strip, ozone levels build up near the Ciudad Acuña/Del
Rio–Piedras Negras/Eagle Pass corridor. Note that the Car-
bon I and Carbon II electrical generating units are located
about 30 km south of Piedras Negras. Carbon I has four coal-
fired units that generate 300 MW each; Carbon II has two
coal-fired units that produce 350 MW each.

Several statistics that compare the predicted ozone
concentrations to the observations were calculated to as-
sess the performance of the model. By EPA guidelines,
the model should predict the observed peak ozone (un-
paired in time and space) within ±15–20%, have an over-
all bias of ±5–15%, and have a gross error of 30–35%.38

The normalized mean square error (NMSE), another sta-
tistic that has relevance in model performance evalua-
tion but is seldom examined in air quality modeling
studies, is a robust measure of overall model performance
where values less than 0.4 indicate good model perfor-
mance.20 The systematic/unsystematic occurrence of the
errors can be analyzed through the root mean square er-
ror (RMSE). The RMSE can be divided into two compo-
nents, a systematic RMSE (RMSES) and an unsystematic
RMSE (RMSEU), as follows:

RMSE2 = RMSES
2 + RMSEU

2 (10)

The RMSES is a measure of a model’s linear (or systematic)
bias, and the RMSEU is a measures of the discrepancy be-
tween observations and predictions due to random pro-
cesses outside the legitimate range of the model.40,41 Table
4 presents statistics calculated for the last day of the epi-
sode. The bias indicates a tendency of the model to
overpredict ozone concentrations. The peak accuracy

Table 2. Biogenic NO and hydrocarbon emissions (metric tons/day) in the modeling domain contributed by each country during each day of the episode.

Emitted 1st Day 2nd Day 3rd Day
Class Mexico U.S. Mexico U.S. Mexico U.S.

Nitric oxide 679 561 678 558 662 569
Isoprene 8,506 3,565 8,171 3,615 6,945 3,745
Monoterpenes 3,157 2,517 3,170 2,512 2,982 2,605
OVOC 3,751 2,874 3,766 2,866 3,548 2,973

Figure 4. Maximum ground-level ozone concentration (ppb) for the
third day of simulation (July 20, 1993).
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(unpaired) and the gross error fall in the range of EPA
guidelines, and the NMSE indicates that the model per-
forms well across the range of observed ozone. Of the peak
accuracy estimates, the unpaired peak accuracy (AU) pro-
duces the best result, although it is the least stringent of
the model performance tests and is most questionable as
to being a good measure of model performance. Though
values for the peak estimation accuracy paired in time
and space (ATS) and peak estimation accuracy paired in
space (AS) were poor, peak estimation paired in time (AT)
performed well. Figure 5 presents a time series plot of the
RMSE, with its systematic and unsystematic components.
The systematic RMSE dominates the total RMSE during
the day, precisely when photochemistry drives the atmo-
spheric reactions. This suggests that a refinement of the
inputs to the model is warranted and should be sought
for future applications. Note that the daytime RMSE is at
its lowest during the third day.

Mendoza et al.25 conducted a simulation of the same
episode employing only anthropogenic emissions. In or-
der to compare the runs, the maximum difference in ozone
concentration at each grid cell between the run with
biogenics and the one without biogenics was computed
and plotted (Figure 6). In general, ozone increased 20–30
ppb in most of the major urban centers, 10–20 ppb in some
urban and most suburban areas, and less than 10 ppb in
rural areas. The maximum increase, approximately 40 ppb,
was predicted in Ciudad Juarez–El Paso and eastern Texas.
Table 4 also presents the performance statistics obtained
from the run without the biogenic emissions. From a model
performance perspective, the model run with biogenic

emissions gave better results for the ATS, AS, and AT statis-
tics, and NMSE values remained comparable (0.10 with
biogenics versus 0.09 without), although the run with
biogenics had a greater tendency to overpredict ozone as
noted by a higher, positive bias. It should be noted that the
anthropogenic emissions inventory was estimated based
on emissions from a typical summer day rather than from
day-specific data. Corrections due to ambient conditions
for this non-extreme episode may have been inaccurate,
leading to overestimation of some anthropogenic VOC
classes (e.g., evaporative mobile emissions).

Sensitivity Analysis
The sensitivity of ozone concentration to anthropogenic
area source emissions and biogenic emissions was per-
formed using DDM-3D.29,36 Sensitivities to the following
emissions classes were computed: biogenic isoprene, α-
pinene, and NO, and anthropogenic on-road mobile
source NOx and VOC. It has to be noted that DDM-3D
computes linear (first order) sensitivity coefficients that
are valid over a range of approximately 30% of changes
in the base case emissions. Further, the reported sensitivi-
ties are expressed as a percent increase in emissions, though
the results are not constrained to increments in emissions
and are valid also to analyze emission reductions. In other

Table 3. Emission totals (metric tons/day) by source in the modeling domain for
July 20, 1993.

Source NO
x

NMOG CO SO
x

Area sources 1,623 1,901 5,109 445
Biogenic sources 1,231 22,798 - -
Mobile sources 2,464 5,101 16,718 147
Point sources 3,215 1,015 2,099 5,137
Total 8,533 30,815 23,926 5,729

Table 4. Model performance evaluation for the third day of simulation.a

Statistic Group EPA Guideline Statistical Measure Biogenics Run No Biogenics Run

Peak accuracy Peak estimation accuracy paired in time and space (ATS) -41.3% -48.1%
Peak estimation accuracy paired in space (AS) -36.9% -43.2%
Peak estimation accuracy paired in time (AT) -23.1% -29.4%

< + 15-20% Peak estimation accuracy unpaired (AU) 19.6% 7.8%
Bias statistics < + 5-15% Normalized bias 27.1% 0.7%

Mean bias 12.8 ppb -1.49 ppb
Error statistics < + 30-35% Normalized error 32.7% 24.5%

Normalized mean square error 0.10 0.09

aCutoff = 40 ppb.

Figure 5. Time series plot of the root mean square error (RMSE) statistic
for ozone, including its systematic and unsystematic components.
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words, a positive sensitivity coefficient due to an increase
in a source category can be also interpreted as a negative
sensitivity due to a decrease in the same source category.
This provides information to source attribution analyses.

Figures 7a, 7b, and 7c present the ozone sensitivity
fields to emissions of biogenic isoprene, α-pinene, and
NO, respectively, at 3:00 p.m. on July 20, 1993. The sensi-
tivities shown in Figure 7 present the predicted change in
ozone (ppb) per 1% domain-wide increase in the corre-
sponding emissions. An increase in isoprene emissions
tends to increase ozone levels in areas where the anthro-
pogenic NOx emissions are relatively higher (e.g., eastern
Texas, Monterrey, and Tucson). In contrast, ozone has
lower sensitivities to α-pinene emissions in urban and
suburban areas because α-pinene is less reactive than iso-
prene. The sensitivity field in rural areas remains higher
for α-pinene than for isoprene, however, due to a more
extended emissions coverage for α-pinene. In general, the
ozone sensitivity fields for α-pinene and isoprene are spa-
tially similar, although a major difference is the negative
ozone sensitivity along the western Mexican Sierras for
α-pinene. Trainer et al.42 reported that under conditions
of low NOx emissions, biogenic isoprene can lead to a slight
reduction in ozone. To investigate the ozone negative sen-
sitivity to α-pinene, kinetic rates for the two most impor-
tant isoprene and α-pinene oxidation routes (reaction with
ozone and the HO• radical) were calculated in a typical
cell (30, 40) located in the negative sensitivity band. The
loss rates are computed as follows:
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k O
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− −
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where kX-Y refers to the rate constant for the reaction of
species X with species Y , and [O3] and [HO•] are the con-
centrations of ozone and hydroxyl radical. One-hour av-
erage concentrations and temperature at 3:00 p.m. were
adopted for the loss rate calculations. According to the
loss rates, isoprene will react faster with HO• radicals,
leading to the creation of RO2

• radicals, which convert
NO to nitrogen dioxide (NO2) without destroying an
ozone molecule. On the other hand, α-pinene reacts faster
with ozone than with hydroxyl radicals, producing
peroxyacyl radicals35 that act as sinks for odd nitrogen,
effectively retarding the rate of ozone production.43 The
consumption of O3 by α-pinene and the removal of odd

Figure 6. Maximum ground-level ozone concentration difference (ppb)
between the simulation with biogenic emissions and the simulation
without. Third day of simulation (July 20, 1993).

Figure 7. Sensitivity of ground-level ozone concentration to increases
in biogenic emissions at 15:00 hr for the third day of simulation (July
20, 1993): (a) isoprene, (b) α-pinene, and (c) NO.

(a)

(b)

(c)
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nitrogen contribute to the negative ozone sensitivity to
α-pinene emissions.

The sensitivity of ozone to biogenic NO emissions is
presented in Figure 7c. The results show that ozone is sen-
sitive to increases of biogenic NO emissions in rural loca-
tions, and large sensitivities are found in some urban areas.
Maximum sensitivities are located in two heavily agricul-
tural areas: the Lower Rio Grande Valley and the coast of
the State of Sinaloa, Mexico. A small portion of ozone
sensitivity (not clearly appreciated in Figure 7c) was nega-
tive in the Houston metropolitan area because of strong
NOx inhibition. Figure 7 indicates that increasing biogenic
NO emissions generally increases ozone levels in non-
forested areas one order of magnitude (on a percent in-
crease basis) more than the ozone increase due to bio-
genic VOC emissions.

Figures 8a and 8b illustrate the ozone sensitivities to
mobile source VOC and NOx emissions, respectively. Fig-
ure 8a indicates that ozone concentrations increase in ur-
ban centers and industrial corridors as mobile source VOC
emissions increase. Remote rural locations have negligible
ozone sensitivity to mobile source VOC emissions. Ozone
sensitivity to mobile source NOx emissions (Figure 8b) shows
that the major urban cores (Ciudad Juarez-El Paso, Hous-
ton, Dallas-Fort Worth, San Antonio, Monterrey-Saltillo)
present a NOx-inhibiting atmosphere and that downwind
areas of these urban cores present a NOx-limited atmo-
sphere. However, it has to be acknowledged that beyond a
certain reduction in the NOx emissions, the NOx-inhibited
areas will shift to NOx-limited conditions. A comparison of
ozone sensitivity to mobile source VOC and NOx emissions
indicates that increases in VOC emissions have a more no-
ticeable impact on ozone levels in the immediate rural and
suburban areas surrounding the urban cores than in the
remote rural areas. In contrast, increases in mobile source
NOx emissions tend to have a higher impact in both urban
and rural locations. Moreover, rural ozone sensitivity can
differ by one order of magnitude depending on whether
on-road mobile source NOx or VOC increases. Results pre-
sented here are in agreement with findings of previous stud-
ies on the effect of biogenic emissions in rural ozone
modeling.44-46 Moreover, the results obtained here are im-
portant in that they can be used to analyze the impact of
using NOx control strategies against VOC control strate-
gies. The inclusion of biogenic sources represents more re-
alistically the VOC and NOx loading that the different areas
present. The absence of biogenic emissions will cloud any
source impact analysis developed.

CONCLUSIONS
An episodic biogenic emissions inventory was developed
for a region along the Mexico–U.S. border using the BEIS2
and the model of Williams et al.19 The biogenic emissions

inventory was developed for the particular conditions of
July 18–20, 1993. Biogenic NMOG and NO emissions in
the domain are slightly higher in Mexico than in the
United States. The new biogenic emissions inventory was
integrated with an existing anthropogenic emissions in-
ventory of the same domain to assess air quality better
over the Mexico–U.S. border area using the CIT photo-
chemical airshed model. The biogenic NMOG represents
about 74% of the total NMOG emissions, and biogenic
NOx contributes about 14% of the total NOx. The model
performance evaluation for ozone shows that the model
performs within acceptable limits using 12.5 × 12.5 km2

grid cells, though in general the model tends to overpredict
ozone. The predicted ground-level ozone levels increased
compared to a previous study of the same domain, where
anthropogenic emissions were used exclusively. The ozone
increase ranges from 5–10 ppb in rural areas, 10–20 ppb
near urban centers, and 20–30 ppb in most cities. A maxi-
mum ozone increase of 40 ppb was found in the Ciudad
Juarez-El Paso metropolitan area and eastern Texas. Di-
rect sensitivity analyses was then used to assess the

Figure 8. Sensitivity of ground-level ozone concentration to increases
in anthropogenic emissions at 15:00 hr for the third day of simulation
(July 20, 1993): (a) mobile VOC and (b) mobile NOx.

(a)

(b)

Ozone sensitivity (ppb 1% increase) to mobile source NOx emissions
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impact of emissions changes on ozone. The sensitivity of
ground-level ozone concentration showed that changes
in biogenic VOC emissions have the greatest impact on
the ozone levels in the urban areas, whereas changes in
mobile source VOC emissions have the greatest effect in
rural locations immediately near urban areas. Changes in
mobile source NOx emissions impact both urban and ru-
ral areas.
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